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a b s t r a c t 

We present a series of large-eddy simulations to systematically investigate the impact of debris accumulation on 

the hydrodynamics and power production of a utility-scale marine hydrokinetic (MHK) turbine under various 

debris loads lodged on the upstream face of the turbine tower. The turbine blades are modeled using turbine 

resolving, actuator line, and actuator surface methods. Moreover, the influence of debris on the flow field is 

captured by directly resolving individual logs and employing a novel debris model. Analyzing the hydrodynamics 

effects of various debris accumulations, we show that an increase in the density of debris accumulation leads to 

more flow bypassing beneath the turbine blade. This, in turn, reduces the flow momentum that reaches the 

MHK blades at the lower depths, inducing significant fluctuation in power production. Further, it is shown that 

debris-induced turbulent fluctuations contribute to significant variability in the MHK turbine’s power production. 

1. Introduction. Marine hydrokinetic turbine (MHK) devices offer the 

advantage of harnessing clean energy from tides, rivers, and streams 

[1] . As they become more widespread in aquatic environments, such 

devices will increasingly assume a more meaningful role in enhanc- 

ing renewable energy generation [2] . Hence, it is essential to investi- 

gate the sustainability of MHK turbines in their interactions with the 

natural environment. In particular, installing MHK turbines in the dy- 

namic nature of evolving fluvial environments with natural vegetation 

may lead to unpredictable issues, such as the accumulation of floating 

wood debris [3–6] . As channel planforms evolve through lateral migra- 

tion in natural waterways, forces in riverine flows erode channel banks, 

causing bankline trees to fall into the flow and become driftwood [7] . 

Such floating debris is often transported as individual logs and moves 

along the thalweg of the stream [8–10] and can eventually accumu- 

late on manufactured structures. Such debris accumulation could im- 

pose detrimental consequences such as backwater rise, excessive struc- 

tural loading, and extensive scour around the structures [3,4,7] . The 

positioning of individual woody logs over the man-made structures in 

waterways is random. As a result, the significant features of debris ac- 

cumulation (e.g., compactness, accumulation length, and permeability) 

could vary randomly, contributing to the complicated nature of tur- 

bulent flow around such natural buildups [11] . Jeon et al. [12] stud- 

ied the accumulation of floating debris on the laboratory-scale models 

of bridge foundations. Their study revealed the significant impact of 

woody debris on the flow field and sediment transport past the bridge 

foundations. 
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Past studies have investigated the impact of debris accumulation 

and sedimentation on bridge piers [10] . Furthermore, laboratory inves- 

tigations revealed that while static turbine components induce typical 

bridge pier scour mechanisms, introducing rotating turbine components 

intensifies local shear stress, enhancing and advancing the scour behav- 

iors [13] . Recent laboratory studies have extended their scope by consid- 

ering coupled turbine performance [14] and meandering channels [15] . 

Later, Musa et al. [16] studied the impact of mobile bed sand waves on 

the performance and stability of MHK turbine arrays. Yang et al. [17] de- 

veloped a computational model for bed-load sediment transport under 

clear-water conditions. Such studies have added a great deal to our cur- 

rent understanding of sediment dynamics impacts on the performance of 

MHK turbines (also see, e.g., [18–21] ). However, the impact of debris 

accumulation on the performance of MHK turbines has not been ad- 

dressed in previous studies. The lack of such studies could be attributed 

to the complexity of the interaction between debris and MHK turbines 

in natural settings. However, experimental studies may not be practi- 

cal due to limitations in Reynolds number [22–26] and challenges in 

creating scaled models of realistic debris shapes. To address this knowl- 

edge gap, we carried out a systematic investigation using our in-house 

high-fidelity numerical modeling tool to gain insight into the intricate 

interaction of debris and a single utility-scale MHK turbine and better 

understand the impact of debris on the power production of the MHK 

turbine. 

The present numerical study of debris impact on a utility-scale MHK 

turbine involves the following procedures for modeling various aspects 
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of the fluid-structure interaction problem: (1) large-eddy simulation 

(LES) is employed to resolve the flow field while the near-solid surfaces 

are resolved using a wall-modeling approach; (2) a turbine-resolving ap- 

proach (based on the immersed boundary method) and various actuator 

model techniques are utilized to numerically capture the MHK turbine’s 

blades, nacelle and tower; and (3) a geometry-resolving method and a 

novel debris-model technique is used to capture the effect of accumu- 

lated debris on the flow. The recent advancements in high-performance 

computing (HPC), wall-modeling techniques, and the immersed bound- 

ary method have enabled us to carry out the LES of the utility-scale MHK 

turbine [24,27] . In particular, the model reduced the need for a high- 

resolution grid system around turbine blades, tree logs, and other solid 

surfaces [24] . At the same time, the use of an HPC cluster allowed for 

the LES of the test case to capture a wide range of turbulent eddies and 

resolve the instantaneous flow filed past the debris and MHK turbines. 

The MHK turbines are generally resolved using four increasingly so- 

phisticated approaches: (1) turbine-resolving (TR), (2) actuator disk pa- 

rameterization (AD), (3) actuator line parameterization (AL), and (4) 

actuator surface parameterization (AS). The TR approach requires a sig- 

nificant number of grid nodes to represent the boundary layer around 

the turbine accurately [28,29] . The TR approach serves as reference so- 

lutions for reduced-order approaches as it can capture the physics of 

turbine and flow interactions [30–32] . Yet, given the TR method’s intri- 

cate and highly detailed nature, it may not be practical for simulating 

utility-scale tidal farms [25,28] . For that, actuator models play a pivotal 

role in reducing the computational costs while maintaining reasonable 

computational accuracy of tidal farm modeling studies. The AL and AS 

models provide a higher level of accuracy by accounting for the impact 

of rotational effects, finite blade numbers, and nonuniform force distri- 

bution in the azimuthal direction [33] . As detailed in [34] , the AL con- 

cept represents the turbine blade as a rotating line. The line experiences 

distributed forces computed through a blade element method combined 

with predetermined 2D airfoil drag and lift coefficients (e.g., [35–38] ). 

Kang et al. [25] utilized high-resolution LES of the TR method. They 

compared its results with those obtained from the AL and AD models, 

showing that both actuator models predicted significantly smaller-scale 

wake meandering compared to the findings of the TR model and the ex- 

perimental data. Yang et al. [28] conducted the LES of the AL model to 

simulate a wind farm suited to a complex terrain. Ouro et al. [ 39 ] and 

Ouro et al. [ 40 ] employed the AL parametrization approach to calculate 

the power generation of MHK turbines [41,42] . 

On the other hand, the AS can be employed as an alternative to the 

AL and AD models due to certain limitations of these models. These lim- 

itations include the absence of an effective nacelle model and the inabil- 

ity to capture more intricate geometrical aspects of the turbine blade by 

refining the mesh [33] . In the AS model, the blade element method cal- 

culates the forces. These forces are distributed across the surface created 

by the chord lines of the foils at various radial positions [33,43,44] . For 

instance, Li and Yang [43] employed the AS method in combination with 

the curvilinear immersed boundary (CURVIB) method to simulate the 

flow around a propeller. Certain studies also incorporate an AS model 

for the nacelle to enhance the realism of simulations. This approach de- 

termines normal forces by adhering to non-penetration boundary con- 

ditions, similar to the direct forcing immersed boundary method. Mean- 

while, the calculation of tangential forces relies on a friction coefficient 

and a reference velocity of the incoming flow [33,43,44] . 

Finally, the effect of woody debris on the hydrodynamics is cal- 

culated by (1) directly resolving the geometry of individual logs and 

(2) implementing a debris model to represent their hydrodynamics ef- 

fect [45] . Needless to say, the geometry-resolving method could accu- 

rately represent the hydrodynamics effect of woody pieces on the turbu- 

lent flow and power production of MHK turbines at a relatively higher 

computational cost, especially when abundant debris-like structures are 

present. Therefore, mid-fidelity surface roughness methods, such as de- 

bris models, have been extensively applied on various flows (e.g., see 

[46–51] ). 

Herein, we carry out a systematic analysis to demonstrate the effect 

of randomly distributed debris on the hydrodynamics and power pro- 

duction of a horizontal-axis utility-scale MHK turbine using LES. More 

specifically, we compare the flow and power generation of a baseline 

MHK case without any debris to six cases with increasing debris density. 

Examining the power production of various cases using various turbine 

resolving methods, we attempt to estimate the loss of power production 

and reduction in power efficiency due to multiple densities of debris 

accumulations. Additionally, we investigate the efficiency and accuracy 

of a mid-fidelity model of debris accumulation through numerical ex- 

periments. Such models can later facilitate extending debris-flow-MHK 

turbine interactions to advanced studies of MHK turbine arrays with 

complex natural terrains. 

This paper is structured as follows. Section 2 outlines the govern- 

ing equations, flow boundary conditions, and models used for turbine 

parametrization. Section 3 describes the test case and the computational 

details. Section 4 presents the simulation results and discussions. Finally, 

in Section 5, we summarized the findings of the study. 

2. Governing equation. 

2.1 Hydrodynamics. We solve the spatially filtered Navier-Stokes 

equations governing incompressible flows in non-orthogonal gener- 

alized curvilinear coordinates. Using the compact Newton notation, 

where repeated indices imply summation, the equations read as follows 

( 𝑖, 𝑗, 𝑘, 𝑙 = 1 , 2 , 3) [52] : 

𝐽
𝜕𝑈𝑗 

𝜕𝜉𝑗 
= 0 , (1) 

𝜕𝑈𝑖 

𝜕𝑡 
= 

𝜉𝑖 
𝑙 

𝐽 

[ 

𝜕 

𝜕𝜉𝑗 

(
𝑈𝑗 𝑢𝑖 

)
+ 1 

𝜌

𝜕 

𝜕𝜉𝑗 

( 

𝜇
𝑔jk 

𝐽 

𝜕𝑢𝑖 

𝜕𝜉𝑘 

) 

− 1 
𝜌

𝜕 

𝜕𝜉𝑗 

( 

𝜉
𝑗 
𝑖 
𝑃 

𝐽 

) 

−1 
𝜌

𝜕𝜏ij 

𝜕𝜉𝑗 
+ 𝐹AM ,𝑙 + 𝐹DM ,𝑙 

] 

, (2) 

where, 𝐽 denotes the Jacobian of the geometric transformation, 𝐽 = |||| 𝜕( 𝜉1 ,𝜉2 ,𝜉3 ) 
𝜕( 𝑥1 ,𝑥2 ,𝑥3 ) 

||||; 𝜉𝑖 𝑗 = 𝜕𝜉𝑖 

𝜕𝑥𝑗 
represents the transformation metric; 𝑢𝑖 stands for 

the filtered i th Cartesian velocity component; 𝑈𝑖 is the filtered con- 

travariant volume flux, computed as 𝑈𝑖 = ( 𝜉
𝑖 
𝑚 

𝐽 
) 𝑢𝑚 , where 𝜉𝑖 𝑚 is a com- 

ponent of the transformation metric; 𝑔𝑗𝑘 = 𝜉𝑘 
𝑙 
𝜉𝑘 
𝑙 
represents the compo- 

nents of the contravariant metric tensor; 𝑃 is the filtered pressure; 𝜌

is the fluid’s density; 𝜇 is the fluid’s dynamic viscosity; and 𝜏𝑖𝑗 is the 

subgrid stress (SGS) tensor used in the LES turbulence model. The SGS 

terms are modeled using the Smagorinsky model [52] : 

𝜏𝑖𝑗 −
1 
3 
𝜏𝑘𝑘 𝛿𝑖𝑗 = −2 𝜇t 𝑆𝑖𝑗 , (3) 

where the grid filtering operation is indicated by the overbar notation; 

𝑆𝑖𝑗 is the strain rate tensor after filtering; 𝜇t is the eddy viscosity that is 

expressed as 

𝜇t = 𝜌𝐶s Δ2 |||𝑆 

|||, (4) 

where 𝐶s is the Smagorinsky constant and determined using the dy- 

namic Smagorinsky model that is implemented within the framework 

of the CURVIB method [53] ; and Δ refers to the filter width dictated by 

grid resolution. The actuator and debris models are included in the flow 

solver, with the source terms introduced as 𝐹AM ,𝑙 and 𝐹DM ,𝑙 in Eq. (2) , 

respectively. 

2.2 Curvilinear immersed boundary. The CURVIB method adeptly man- 

ages complex geometries with constant or dynamic boundaries interact- 

ing with fluids [54] . The solid surfaces of bodies, i.e., the channel ge- 

ometry, turbine blades, nacelle, tower, and woody debris are discretized 

using unstructured triangular grid systems and immersed into the struc- 

tured background grid system of the flow domain. The immersed bod- 

ies within the computational domain are treated as a sharp interface 

[55] . At the beginning of each time step, the CURVIB approach recalcu- 

lates boundary conditions at nearby background grid nodes using the lo- 

cal normal direction interpolation [53] . These grid points are arranged 
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based on their proximity to the immersed body (i.e., turbine, blades, 

channel, and debris). The background grid nodes are categorized into 

three groups, including fluid nodes, on which the governing equations 

of the flow field are solved; solid nodes that are located inside the solid 

surfaces of the immersed bodies and excluded from computations; and 

immersed boundary nodes (i.e., IB nodes) which are the nodes adjacent 

to the surfaces of immersed bodies within the fluid domain [56] . Al- 

though the advantage of the CURVIB method is recognizing movable 

boundaries, reclassification is done at the beginning of every time step, 

rendering this process computationally expensive. We employ the ray- 

tracing algorithm introduced by Borazjani et al. [57] to minimize the 

computational cost of reclassification. In this approach, the immobile 

bodies (i.e., turbine tower, debris, channel) are classified only once at 

the beginning of the computations, while this procedure should be re- 

peated in each time step to reclassify the mobile bodies, such as turbine 

blades and nacelle [53] . The velocity field is reconstructed at the IB 

nodes, and to avoid the need to resolve the flow near the solid surfaces 

with a very fine grid system, a wall model is implemented [52,58,59] . 

2.3 Wall model. The wall model employed in this work relies on sim- 

plified equations describing a thin boundary layer, expressed as follows: 

1 
𝜌

𝜕 

𝜕𝑙 

[ (
𝜇 + 𝜇′

t 
) 𝜕𝑢s 

𝜕𝑙 

] 
= 0 , (5) 

where 𝜇′
t represents the near-wall eddy viscosity, 𝑢s is the velocity paral- 

lel to the immersed boundary surface, and 𝑙 and 𝑠 correspond to the nor- 

mal and tangential directions. The eddy viscosity is determined through 

the mixing length model with near-wall damping, outlined as follows: 

𝜇′
t ( 𝑙) = 𝜇𝜅𝑙+ (1 − e− 𝑙+ ∕19 )2 , (6) 

where 𝑙+ represents the dimensionless mixing length defined as 𝜌𝑢𝜏 𝑙∕𝜇, 
with 𝑢𝜏 denoting the near-wall shear velocity, and 𝜅 is the con Kármán 

constant ( = 0.4). The tangential velocity component 𝑢s , at every IB node 

is obtained from the integration of Eq. (5) in the direction normal to the 

wall [53] : 

𝑢s ( 𝛿𝐵 ) =
∫ 𝛿𝐵 
0 

1 
𝜇+ 𝜇t 

d 𝑙 

∫ 𝛿𝐶 
0 

1 
𝜇+ 𝜇t 

d 𝑙 

[
𝑢s ( 𝛿𝐶 ) − 𝑢s (0)

]
+ 𝑢s (0) , (7) 

where 𝛿𝐵 is the distance of the closest IB node from the wall; 𝛿𝐶 is the 

distance of the interception point of two adjacent fluid nodes closest 

to the IB node from the wall; and 𝑢s ( 0) and 𝑢s 
(
𝛿𝐶 

)
correspond to the 

tangential velocity component at the solid surface and 𝛿𝐶 away from 

the solid surface, respectively. 

2.4 Debris model. We implemented a debris model that represents 

the effect of debris on the hydrodynamics at a lower computational cost 

than the debris-resolving approach. In this model, the volume of the flow 

occupied by the debris is discretized using an unstructured triangular 

grid system. The fluid nodes inside this volume are identified, and a 

drag force (denoted as 𝐹DM ,𝑗 in Eq. (2) ) is applied to the equations of 

motion at those nodes. The drag force is obtained as follows [48] : 

𝐹DM ,𝑗 = − 𝜌𝐶d 𝐴f ( 𝑢𝑗 𝑢𝑗 )1∕2 𝑢𝑖 𝛿( 𝑥𝑘 − 𝑋𝑘 ) 𝑠, (8) 

where 𝐶d is the drag coefficient of the debris and is set equal to 1.2; 𝐴f 
is the projected area of the debris accumulation per unit volume, i.e., 

the frontal area density; and 𝛿 is the Dirac delta, which is a function to 

determine whether a grid node 𝑥𝑘 is located inside the debris volume 

or on the outside of the debris volume 𝑋𝑘 . For the sake of simplicity, 

we employed a constant 𝐶d for the debris model. This is consistent with 

the past studies in which the riverine vegetation was modeled using a 

constant drag coefficient for the vegetation model [45,49,54,59] . Ad- 

ditionally, the frontal area, which could be expressed using a vertical 

profile, varies as a function of the tree type. For the sake of simplicity, 

however, we assume that the debris model has a uniformly distributed 

frontal area vertically (for more details, see [49,60–62] ). 

2.5 Actuator models. 

2.5.1 AS model. Actuator models offer a simplified mathematical rep- 

resentation of marine turbine rotor blades. In the AS model, the surface 

forces on the blade and nacelle of a marine turbine rotor are incorpo- 

rated into the equations of motion [33] . As such, the lift and drag forces 

of the blade and nacelle are computed over the Lagrangian grid nodes 

(i.e., the unstructured triangular grid system that discretizes the surfaces 

of the blade and nacelle) of the actuator surfaces. The Lagrangian grid 

system of the actuator surface, denoted as 𝑥 , 𝑦 , and 𝑧 are immersed into 

the background structured grid system of the fluid nodes, denoted as 𝑋, 

𝑌 , and 𝑍. The blade and nacelle geometries are prescribed as surfaces 

constructed by the chord lines situated at various radial positions along 

the blade and nacelle. The drag and lift forces are then computed as 

follows [63] : 

𝐅L =
1 
2 
𝑐𝜌𝐶L ||𝐕rel ||2 𝐞L , (9) 

𝐅D =
1 
2 
𝑐𝜌𝐶D ||𝐕rel ||2 𝐞D , (10) 

where 𝐶D and 𝐶L are the tabulated drag and lift coefficients; c is the 

chord length; 𝐞L and 𝐞D are the unit vectors in the directions of lift and 
drag; and 𝐕rel is the relative incoming velocity at each radial location, 

expressed as [63] : 

𝐕rel =
(
𝑢𝑥 , 𝑢𝜃 − Ω𝑟

)
, (11) 

where 𝑢𝑥 and 𝑢𝜃 represent the averaged flow velocities at different ra- 

dial points along the chord length of the blade, in axial and azimuthal 

directions, respectively. These values are calculated using the equation 

provided as follows: 

𝑢𝑥 =
1 
𝑐 ∫𝑐 

𝐮( 𝑿 ) ⋅ 𝐞𝑥 d 𝑠, (12) 

𝑢𝜃 = 1 
𝑐 ∫𝑐 

𝐮( 𝑿 ) ⋅ 𝐞𝜃d 𝑠, (13) 

where Ω is the rotational speed of the turbine rotor, and 𝑟 is the distance 

from the rotor center to the blade element. Using the discrete delta func- 

tion 𝛿ℎ , the velocity vector from the fluid nodes is transferred to the line 

elements and, thus, the reference velocity at the line elements is calcu- 

lated as follows [64] : 

𝐮( 𝑿 ) =
∑
𝐺𝑥 

𝐮( 𝒙 ) 𝛿ℎ ( 𝒙 −𝑿 ) 𝑉 ( 𝒙 ) , (14) 

where 𝐺𝑥 comprises the cells in the background grid and 𝑉 (𝒙 ) is the 
volume of the fluid cells defined as 

𝑉 = ℎ𝑥 ℎ𝑦 ℎ𝑧 (15) 

where ℎ𝑥 , ℎ𝑦 , and ℎ𝑧 are the grid spacing in the Cartesian coordinates 

- i.e., 𝑥 , 𝑦 , and 𝑧 directions, and the discrete delta function is expressed 

as: 

𝛿ℎ ( 𝒙 −𝑿 ) = 1 
𝑉 

𝜙

( 

𝑥 − 𝑋 

ℎ𝑥 

) 

𝜙

( 

𝑦 − 𝑌 

ℎ𝑦 

) 

𝜙

( 

𝑧 − 𝑍 

ℎ𝑧 

) 

, (16) 

where 𝜙 is the smoothed four-point cosine function, and the lift and 

drag coefficients are the parameters affected by the Reynolds number 

and the angle of attack. The angle of attack is computed as 

𝛼 = 𝜙 − 𝛾, (17) 

𝜙 = −arctan 
[
𝑢𝑥 ∕

(
𝑢𝜃 − Ω𝑟

)]
, (18) 

where 𝛾 represents the angle that encompasses the blade pitch. To ad- 

just the 2 𝐷 lift and drag coefficients to account for the tip loss effect, 

a corrective function, denoted as 𝐹1 is applied [65] . This correction is 
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essential for addressing the rotational impacts and those induced by the 

finite aspect ratio of the blade. 𝐹1 function is described as: 

𝐹1 =
2 
π
𝑎 cos 

{ 

exp 
[ 
− 𝑔

𝐵( 𝑅 − 𝑟) 
2 𝑟 sin 𝜙

] } 

, (19) 

𝑔 = exp [ −0 . 125( 𝐵𝜆 − 21) ] + 0 . 1 , (20) 

where 𝐵 is the number of blades, 𝑅 is the rotor radius, and 𝜆 is the 

tip speed ratio [65] . Assuming a uniform distribution over chordwise 

direction, for each radial point along the blades, we calculate the force 

per unit area acting on the actuator as follows: 

𝒇 ( 𝑿 ) =
(
𝐅L + 𝐅D 

)
∕𝑐. (21) 

The forces acting on the background fluid nodes are computed as fol- 

lows: 

𝒇 AS ( 𝒙 ) = −
∑

𝐷𝑋 

𝒇 ( 𝑿 ) 𝛿ℎ ( 𝒙 −𝑿 ) 𝐴( 𝑿 ) , (22) 

where the area of the actuator surface grid cells is represented as 𝐴 (𝑿 ) 
and 𝐷𝑋 comprises the cells on the actuator surface grid. 

As noted above, the parametrization of nacelle geometry can be 

achieved using the AS approach. This involves considering a distributed 

friction force across the nacelle surface, comprising tangential and nor- 

mal force components on the actuator surface. The normal force com- 

ponent per unit area arises from the impermeability of the nacelle, as 

follows [33] : 

𝑓𝑛 =
ℎ𝑢𝑛 

Δ𝑡 
, (23) 

where ℎ = (Δ𝑥 Δ𝑦 Δ𝑧 ) 
1 
3 is the length scale of the Eulerian grid, and 𝑢𝑛 

denotes the velocity normal to the actuator surface of the nacelle. The 

expression for the tangential force component is expressed as: 

𝑓𝜏 = 1 
2 
𝜌𝐶f 𝑈

2 , (24) 

where 𝐶f represents the friction coefficient, which is determined 

through the following empirical relation [33] : 

𝐶f = 0 . 37
(
lg 𝑅𝑒 𝑥 

)
− 2 . 584 , (25) 

where 𝑅𝑒 𝑥 denotes the local Reynolds number, calculated based on the 

incoming velocity and the distance from the leading edge of the nacelle. 

Once the individual forces are obtained, they are projected onto the 

Eulerian grid using a smoothed cosine discrete delta function, akin to 

the approach used in the AS model for the blade. The obtained AS forces, 

𝑓AS , are then incorporated into the equations of motion ( Eq. (2) ), as the 

external forces per unit volume ( 𝐹AM ,𝑙 ). 

2.5.2 AL model. The AL model calculates the effect of blades on the 

flow by assigning forces along each line, representing the blades as lin- 

ear and rotating structures. Furthermore, the forces on each segment are 

computed considering variables such as the incoming reference velocity 

and the specific drag and lift coefficients pertaining to the 2 𝐷 hydro- 

foil. Each blade is partitioned into radial segments, and subsequently, 

the forces acting on each segment of the blades [28] are obtained, and 

the distributed forces are determined. Once the lift and drag forces at 

each line element are computed with Eqs. (9) and (10) , respectively, the 

distributed body force over the fluid nodes is obtained as follows: 

𝒇 AL ( 𝒙 ) =
∑
𝑁L 

𝒇 ( 𝑿 ) 𝛿ℎ ( 𝒙 −𝑿 ) 𝐴( 𝑿 ) , (26) 

where 𝑁L is the number of segments of the actuator lines representing 

the blades, 𝒇 (𝑿 ) is the projection of drag and lift forces into the actuator 
line local coordinates, and 𝐴 (𝑿 ) is the length of the discretized actua- 
tor line segment [66] . Consequently, the calculated AL force ( 𝒇 AL ), is 

used in the equation of motion ( Eq. (2) ), as the external forces per unit 

Fig. 1. Schematic of the MHK turbine in the flume. Dimensions are normalized 

with the rotor diameter 𝐷 ( = 5 m). The turbine’s hub height is 0 . 8 𝐷 and is located 

8 𝐷 downstream of the inlet. The blockage ratio of the turbine in this flume is 

∼10% . 

volume ( 𝐹AM ,𝑙 ). Finally, the numerical model’s hydrodynamics compu- 

tations are validated against the experimental data of Lee et al. [67] in 

Section Appendix A . 

3. Test case description and computational details. We carried out LES 

of a horizontal-axis MHK turbine with a rotor diameter of 𝐷 = 5 m. 
The turbine was placed in a 5 𝐷 wide, 17 . 5 𝐷 long, and 1 . 56 𝐷 deep flume 

(see Fig. 1 ). The turbine has a hub height of 0 . 8 𝐷 that was placed 8 𝐷
downstream of the channel inlet. The considered turbine is the Gen4 

Kinetic Hydropower System (KHPS), developed by Verdant Power Inc. 

The blade profile sections are from the NACA 44 series over the entire 

blade length, which specifies parameters such as chord, leading edge, 

camber, mean camber, and thickness, expressed as a proportion of the 

chord length. Furthermore, a constant tip speed ratio of 𝜆 = 2 . 5 and a 
bulk flow velocity of 𝑈∞ = 1 . 56 m/s were considered for all cases. The 
lift and drag forces at each location along the turbine blades are deter- 

mined using the lift and drag coefficients of hydrofoils tabulated for a 

range of angles of attack. 

We numerically studied the interaction of flow, turbine, and the de- 

bris for four different configurations, including (1) turbine and debris 

resolving method (TR-DR) (see Fig. 2 (a)), (2) AL and debris resolv- 

ing models (AL-DR) (see Fig. 2 (b)), (3) AL and debris models (AL-DM) 

(see Fig. 2 (c)), and (4) AS and debris resolving models (AS-DR) (see 

Fig. 2 (d)). 

Moreover, to replicate real-world conditions, virtual debris with var- 

ious sizes and geometry, which closely imitated naturally fallen wood, 

were piled randomly over the upstream face of the turbine tower, creat- 

ing six virtual debris configurations (see Fig. 3 ). A configuration without 

a debris pile was considered the baseline case (i.e., case 0). The number 

of logs in the debris piles, relative porosity, and the frontal area (i.e., 

the surface area perpendicular to the streamwise direction) of each case 

are outlined in Table 1 . The relative porosity is defined as 1 − 𝑉dr ∕𝑉dm 
where 𝑉dr is the volume of woody logs and 𝑉dm denotes the assumed 

volume of the debris model. By successive addition of wood branches, 

we created cases 1 to 6. 

Based on a grid sensitivity analysis, reported in Section Appendix B , 

the computational domain of the flume was discretized using approx- 

imately 19 million computational grid nodes with a non-dimensional 

uniform resolution of 0.02 (normalized with the rotor diameter of 5 m) 

Table 1 

Parameters of the six debris cases considered in this study. 𝑝 is the percentage 

of the debris model’s volume occupied by the woody logs. 

Case 0 1 2 3 4 5 6 

Number of logs in pile 0 2 3 5 8 10 12 

𝑝 (%) 0 97 .6 97 .2 96 .8 95 .6 95 .0 94 .3 

Frontal area (m2 ) 0 0 .473 0 .565 0 .672 0 .886 1 .027 1 .156 

4



M.M. Aksen, K. Flora, H. Seyedzadeh et al. Theoretical and Applied Mechanics Letters 14 (2024) 100524

Fig. 2. Numerical experiments are performed for various cases of (a) turbine and debris resolving method (TR-DR); (b) AL and debris resolving models (AL-DR); 

(c) AL and debris models (AL-DM); and (d) AS and debris resolving models (AS-DR). The light gray surfaces refer to the parts modeled using the geometry-resolving 

method, while the dark gray objects mark where the nacelle model is employed to resolve the object. The assumed volume required for the debris accumulation in 

the AL-DM case is shown in yellow. The red lines demonstrate the AL, and the red triangles over the gray surface in (d) mark the AS model. 

Fig. 3. The density of debris accumulation in various cases is when on the turbine-resolving and debris-resolving (TR-DR) case. Going from case 1 (a) to case 6 (f), 

the density of the woody debris increases (see Table 1 ). The red logs indicate the additional logs added to construct new denser cases. 

in all directions. The non-dimensional time step of the computations was 

chosen such that the maximum Courant-Friedrichs-Lewy (CFL) number 

is less than 1.0. Given the approaching flow velocity of 𝑈∞ = 1 . 56 m/s 
and the rotor diameter 5 m, the flow had a Reynolds number of 7 . 8 × 10 6 . 

The wall model approach was employed to incorporate the hydrody- 

namics effect of the solid surfaces of the sidewalls, channel bed, wood 

debris, and turbine components on the turbulent flow. The free surface 

of the flow was described using a rigid-lid assumption. Neumann bound- 

ary conditions were used at the outlet cross-place of the flow. At the inlet 

cross-plane of the flume, we imposed a previously generated instanta- 

neous turbulent flow, which was developed through a separately done 

precursor simulation [68] . 

The numerical simulations of the turbine resolving and actuator line 

model cases were carried out using 96 processors for nearly 4500 and 

2500 CPU hours on a Linux cluster (AMD Epyc). In other words, our 

turbine-resolving simulations were approximately 80% more expensive 

computationally than those with actuator models. In addition, the sim- 

ulations using the debris resolving method and debris model were con- 

ducted using 96 processors for about 2500 and 2300 CPU hours, respec- 

tively. Hence, the simulations with the debris model to represent the 

wood piles were roughly 10% less expensive computationally than the 

debris-resolving simulations. Lastly, based on this analysis, simulations 

with the AS model were about 40% more expensive computationally 

than those with the AL model. 

4. Results and discussion. 

4.1 Hydrodynamic impacts of debris accumulations. We start by pre- 

senting the hydrodynamic impact of debris accumulations on the turbu- 

lent flow field around the MHK turbine (see Fig. 4 ). As seen in Fig. 4 (a)–

(d), for all cases of the TR, AS, and AL, vortex shedding mechanisms 

can be observed at the tip of the blades, around the tower, and in the 

woody debris. The instantaneous vortical coherent structures are visu- 

alized with the iso-surfaces of Q-criterion ( = 10), colored by normalized 

velocity magnitude. As seen in Fig. 4 (a), (b), and (d) for the debris re- 

solving cases, the LES has captured a more detailed turbulent shedding 

behind the larger debris piles. As a result, in the debris-resolving case, 

there is a more pronounced turbulent fluctuation in the vicinity of the 

turbine blades and at the upper regions of the MHK. The debris model, 

however, seems to dampen the vortical flow structures such that they 

have disappeared from the lower flow depth ( Fig. 4 (c)). 

Additionally, the turbine resolving results with the debris resolv- 

ing method demonstrate the resolution of more detailed turbulent flow 

structures compared to the actuator model numerical results. We note 

that such differences in the resolution of turbulent flow structures and, 

consequently, their fluctuating effects are expected to impact the vari- 
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Fig. 4. LES results of different model configurations for case 6 from 3 𝐷 view (a-d), side view over the centerline of the channel (e-h), and cross-section view 0 . 2 𝐷
upstream of the turbine (i-l). In (a-d), we plot the iso-surfaces of flow structures visualized by the iso-surfaces of criterion (= 10) using TR-DR (a), AL-DR (b), AL-DM 

(c), and AS-DR (d) model configurations. The iso-surfaces are colored with normalized velocity magnitude, 𝑈 ∗ = 𝑈 

𝑈∞
where 𝑈∞ is 1.56 m/s. The color maps in (e-l) 

plot the contours of instantaneous velocity magnitude differences between case 6 and case 0 (nondimensionalized by 𝑈∞, Δ𝑈 ∗ = ( 𝑈Case −6 − 𝑈Case −0 )∕ 𝑈∞) with TR-DR 

(e,i), AL-DR (f,j), AL-DM (g,k), and AS-DR (h,l) model configurations. Notably, the velocity field of case 0 is subtracted from the velocity fields of case 6 to eliminate 

turbine rotation effects, thereby allowing to focus exclusively on the impact of wood logs and, thus, visualize the momentum deficit due to the debris. 

ations of power productions obtained from various numerical methods. 

The computed power production and its variations will be discussed in 

the next section. 

Figure 4 (b), (d), (f), (h), (i) and (j) plots the simulation results corre- 

sponding to the debris resolution for the AL and AS models, respectively. 

The simulation results of the AL and AS models are similar, demonstrat- 

ing that the two actuator models could obtain somewhat similar results 

for the momentum deficit. Such similarity in the LES computations of 

momentum deficit using the AL and AS models for a single utility-scale 

wind turbine was also observed by Sotiropoulos and Khosronejad [69] . 

Moreover, the two actuator models obtain velocity fields with less tur- 

bulent fluctuations than the turbine-resolving case at the rotor region. 

As motioned, this level of turbulence fluctuations could very well play it- 

self in power production. Finally, it is noted that the debris model could 

play a key role in reducing the simulations’ computational cost. It is es- 

sential, however, to note that using the debris model - as opposed to the 

debris resolving method - has led to a significant increase in the velocity 

deficit at mid-depth and the lower region of the flow depth ( Fig. 4 (g)). 

4.2 Debris impact on power production. Herein, we focus our atten- 

tion on the effect of debris piles on the power production of the MHK. 

As discussed above, the debris-induced modulations of the MHK wake 

flow are also expected to play a crucial role in the variation of power 

production. To examine the impact of debris piles on the power gener- 

ation of the MHK, we analyzed the computed results of the mean and 

instantaneous power generation. No matter how it is resolved, the de- 

bris accumulation over the turbine tower modifies the power outputs of 

the simulated MHK turbine. More importantly, it will be shown that the 

turbine efficiency is modulated due to debris. In particular, the reduc- 

tion in efficiency is due to the flow bypassing around the debris, which 

diverts the flow towards the lower region of the turbine. The debris’s 

density and frontal area augment the intensity of the flow diversion, 

reducing turbine efficiency. In other words, as the number of woody 

logs increases, the debris’s frontal area increases, consequently decreas- 

ing the turbine efficiency. We evaluate the turbine efficiency using the 

power coefficient, 𝐶P ( = 2 𝑃 ∕𝜌𝐴𝑈3 
∞), where 𝑃 is the calculated power of 

the turbine) [53] . 

In Fig. 5 , we plot the mean power coefficient ( 𝐶P ) and the mean of 

its variation amplitude ( Δ𝑃 ) for different debris frontal areas that are 

computed using the various modeling approaches. The amplitude of the 

mean power variations is defined as the difference between the maxi- 

mum and minimum power production. Figure 5 (a) shows that the power 

coefficient varies between 0.16 and 0.26. For the highest debris density 

as opposed to the case without debris, the power coefficient reduction 

of the turbine resolving case is about 2% , while the actuator model com- 

Fig. 5. Computed power coefficient (a) and mean power variation amplitude 

(b) for various debris densities represented by the frontal area (see Table 1 ) and 

using turbine resolving and debris resolving (TR-DR), actuator line and debris 

resolving (AL-DR), actuator surface and debris resolving (AS-DR), and actuator 

line and debris model (AL-DM) approaches. 
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putations show a nearly 38% reduction in the power coefficient. The ex- 

traction of momentum from the flow due to debris decreased the power 

coefficient of actuator model calculations. However, this trend is less 

pronounced for the turbine-resolving case, possibly due to the increased 

turbulence intensity induced by the debris. 

As seen in Fig. 5 (b), the mean power variation amplitude ( Δ𝑃 ) for 

all test cases is marked with an increasing trend. The turbulence fluc- 

tuations and vortex shedding intensity increase with new woody debris 

added to the pile. As a result, the turbine’s power production in all cases 

contains more significant oscillations. As seen, such fluctuations in both 

turbulence and power production are more pronounced for the turbine- 

resolving case. 

Furthermore, we analyze the time series of power generation to ex- 

amine the impact of debris piles and numerical methods on its temporal 

fluctuation. In Fig. 6 , we plot the time history of power production ver- 

sus the number of blade revolutions. After about five revolutions, a con- 

sistent power production pattern is observed for each case, prompting 

a systematic analysis of up to five revolutions. In this figure, the simu- 

lation results are referred to as case 0, represented by a solid blue line, 

which marks the case of the MHK turbine without debris. Aside from the 

MHK turbine, no obstacles induce turbulent fluctuations in this case. As 

a result, a rapid convergence of power production at around half of the 

first revolution is obtained. More specifically, the leading cause of the 

power fluctuation in case 0 is the passage of one of the blades in the 

lower region of the MHK, where the persistent wake zone of the turbine 

tower exists. We note that the amplitude of power production fluctua- 

tions in case 0 is about 3.4 kW and 1.1 kW for the turbine resolving and 

actuator models, respectively. 

As discussed above, the turbine-resolving and debris-resolving meth- 

ods produced a consistent mean power coefficient throughout the tur- 

bine revolution, regardless of the turbulent fluctuations caused by the 

debris piles. This is consistent with the instantaneous power curve in 

Fig. 6 (a), as the average power amplitude in this figure stays relatively 

constant during the simulations - after the first revolution. Further, the 

variations of momentum deficit, Δ𝑈∗ , at the lower region of the wake 

in Fig. 4 (e) could explain the temporal instability of the local velocity 

and its drastic changes near the rotor blade, which, in turn, leads to dif- 

ferent torque values and, thus, power fluctuations. We argue that this 

relatively constant power variation (i.e., minor changes in the power 

amplitude and the mean power coefficient) for the turbine-resolving 

and debris-resolving case could be attributed to the 3 𝐷 effects of the 

blade geometry. We note that this method is the only one that considers 

the exact geometry of the turbine blades. Figure 4 (a) shows that the tip 

vortices and the turbulent flow structures generated around the rotating 

blades are more dominant than those from the debris pile. Therefore, in 

this case, the blade-generated turbulent fluctuations seem to overwhelm 

the fluctuations induced by the debris pile. 

On the contrary, since the actuator models lack the three- 

dimensionality of the blade-resolving method, they under-resolve the 

strength of the blade-generated turbulent flow structures. As a result, 

the debris-generated turbulent fluctuation plays a more dominant role 

in the actuator model results. As seen in Fig. 6 (b) and (d), increasing 

the density of the debris leads to two noticeable changes: (1) a decrease 

in power production for successively larger debris piles and (2) a more 

significant variability in temporal power output. The turbulent shedding 

past the denser debris pile produced more significant turbulent fluctu- 

ations in the turbine’s wake region, influencing the power production’s 

temporal variation. The power range from crest to trough of the power 

curve tends to increase with the frontal area of debris. However, even- 

tually, it reaches a relatively constant temporal variation as the number 

of revolutions increases. 

The similarity of the power curve between the debris-resolving 

method ( Fig. 6 (b)) and the debris model ( Fig. 6 (c)) - both obtained 

using the actuator line model - demonstrates that the loss in momen- 

tum imparted by the debris model accurately captures the debris effect. 

However, the debris model behaves slightly differently than the debris- 

resolving method. It distributes the debris effects uniformly over the 

permeable volume, constraining the variations in the momentum and, 

consequently, the power production curve. 

Additionally, in Fig. 7 , we examine the frequency distribution of the 

power generation by carrying out power spectra density analysis. In this 

figure, dimensionless frequency ( 𝑓2π∕𝜔 ) is obtained from the frequency 

( 𝑓 ) and the angular velocity of the rotor ( 𝜔 ). As seen, for all cases, the 

peak spectrum occurs at 𝑓2π∕𝜔 of approximately 10, corresponding to 

a third of one rotor revolution. This is consistent with the findings of 

Kang et al. [25] for laboratory-scale turbines. In Fig. 7 (a), however, the 

turbine- and debris-resolving methods induced strong signals at high 

frequencies ( 𝑓2π∕𝜔 > 10 ). We argue that these signals are correlated 
with the high power fluctuations due to the debris cluster observed in 

Fig. 6 (a). On the other hand, employing the turbine actuator and/or 

debris models entailed a signal cut-off at frequencies 𝑓2π∕𝜔 > 35 . 
Nonetheless, at frequencies smaller than 35, actuator models incorpo- 

rated with debris-resolving and debris model demonstrated in Fig. 7 (b), 

(c), and (d) predicted low-frequency region accurately. 

5. Conclusion. Freely floating debris encountering man-made struc- 

tures could collect over the structures and impact the efficiency of the 

MHK turbines. Experimental or field studies of such impacts often en- 

tail logistical difficulties or Reynolds number limitations. We studied the 

Fig. 6. Instantaneous power production in terms of turbine revolution for cases 0 to 6. The power curves are obtained by (a) turbine-resolving debris-resolving 

method, (b) actuator line and debris-resolving method, (c) actuator line and debris model, and (d) actuator model and debris-resolving method. 
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Fig. 7. Power spectral density analysis of the turbine power production in terms of 𝑓2π∕𝜔 for cases 0 to 6. 𝑓 denotes the frequency, and 𝜔 is the rotor’s angular 

velocity. The spectral analysis is obtained by (a) turbine-resolving debris-resolving method, (b) actuator line and debris-resolving method, (c) actuator line and debris 

model, and (d) actuator model and debris-resolving method. 

impact of debris accumulations on the efficiency of a utility-scale MHK 

turbine using the LES and various debris and blade-resolving techniques. 

Namely, we employed the following methods to model the blade and de- 

bris: (1) turbine resolving and debris resolving, (2) actuator line and de- 

bris resolving, (3) actuator surface and debris resolving, and (4) actuator 

line and debris model. Moreover, a series of randomly positioned debris 

accumulations were systematically investigated. Although this study as- 

sumes only a limited number of possible debris accumulations, the find- 

ings of this study could (1) provide an improved understanding of debris 

impact on MHK turbines’ efficiency, (2) mark the critical effect of debris 

accumulation on MHK performance in the field, and (3) propose meth- 

ods of investigating the effect of debris accumulations on the efficiency 

of MHK turbines. 

The impact of debris accumulation on the mean power coefficient 

and instantaneous power fluctuation appears to be correlated with the 

amount of upstream blockage of the flow, as reflected by the projected 

frontal area of debris. This is mainly due to the loss of momentum in the 

flow past the debris and an increase in turbulent fluctuations. In other 

words, the denser the debris accumulation, the greater the wake deficit 

at the lower depths, while the less pronounced turbulent fluctuation in 

the mid-depth region of the flow. 

Additionally, it was found that the geometry-resolving methods are 

advantageous in describing the near-field characteristics, enabling a 

more detailed representation of the flow field near the blade. Given the 

CPU times of the debris-resolving and debris models, additional compu- 

tational costs due to employing the debris-resolving method may be con- 

ceded for specific studies since the geometry-resolving method captures 

the flow-debris-MHK interactions better. Nonetheless, the debris model 

may benefit if an increase in the complexity of debris buildups or incor- 

porating the debris accumulation with larger scale works are considered. 

The turbine-resolving approach can better capture the fluctuating nature 

of the turbulent flow field and, consequently, the power production. As 

a result, the power production of the turbine-resolving method contains 

a great deal of fluctuation with greater power amplitude than that of 

the actuator models. Since the geometry-resolving method refers to the 

reference for reduced-order methods, representing the blade with sim- 

plified models reduces the accuracy of the power production, which is 

to be acknowledged. However, actuator models provide practical tools 

with relatively low computational costs to simulate utility-scale MHK 

turbines in natural terrains. Moreover, the proposed debris model could 

generate reliable realizations of 3 𝐷 debris accumulations. This method 

is especially useful for eliminating the need to know the precise posi- 

tioning of the debris logs as it distributes their associated drag force 

over a given debris volume within the computational domain. 

This study encompasses the impacts of debris accumulation on the 

MHK turbine by utilizing various turbine and debris models with differ- 

ent debris densities. For that, in total, we numerically studied 28 cases. 

After conducting a grid sensitivity analysis, we selected a grid resolu- 

tion that allowed us to complete these numerical simulations, given the 

limited computing power at our disposal. Yet, it should be noted that 

increasing the grid resolution would allow the capture of a wide range 

of turbulent eddies and, thus, improve the power production compu- 

tations, especially using the turbine geometry-resolving method. Addi- 

tionally, for future studies, we will seek experimental data for debris 

accumulation on the turbine tower with non-uniform characteristics at 

realistic Reynolds numbers to validate further the model’s wake flow 

and power production computations. 

Further studies are required to investigate the impact of debris ac- 

cumulation on the sediment transport around the base of the turbine 

tower. More importantly, in future research, we plan to validate the 

model’s simulation results for the wake flow field and power produc- 

tion against experimental data of turbine and debris accumulation. 
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Appendix A. Validation study 

The LES results of the model with the turbine-resolving and actuator 

line parametrizations were validated using experimental data reported 

in [67] . The validation case includes a downstream-facing horizontal- 

axis turbine (i.e., Gen4 kinetic hydropower system) with a diameter of 

𝐷 = 0 . 16 m and a constant tip speed ratio of 𝜆 = 5 . 1 , installed in a flume 
with a bulk flow velocity of 𝑈∞ = 0 . 19 m/s ( Fig. A1 ). With the given 
bulk velocity and rotor diameter, the Reynolds number is 3 . 51 × 10 4 . 

We replicated the experiment using a nonuniform grid system for 

the computational domain of the flume. More specifically, the red rect- 

angles in Fig. A1 represent the regions of the computational domain 

where a uniform grid system with a resolution of 0.0029 m in all direc- 

tions was employed. Outside the region illustrated with the red lines, 

Fig. A1. Schematic of the simulated experimental MHK turbine in the flume 

from the top (a) and side view (b). Dimensions are normalized with the rotor 

diameter 𝐷 ( = 0.16 m). The turbine’s hub height is 0 . 85 𝐷. Red lines show the 

volume of the flume where uniform grid nodes are applied. In the remaining part 

of the channel, the grid spacings were stretched in the streamwise and spanwise 

directions. 

the vertical resolution remained the same while the grid system was 

stretched horizontally, reaching maximum spatial resolution of 0.0086 

m and 0.012 m in the streamwise and spanwise directions, respectively 

(see Table A1 ). A time step of 0.0025 s was used to ensure that the CFL 

number was less than 1.0. Additionally, we introduced an instantaneous 

turbulent flow at the inlet cross-plane of the flume. The turbulent inflow 

was generated through an independent precursor simulation. The wall 

model (presented in Section 2.3) was used to reconstruct the velocity 

field near the solid surfaces. Once the instantaneous data reached con- 

vergence, we time-averaged the flow field results for mean velocity and 

Reynolds stresses to compare with the measurements of Lee et al. [67] . 

Fig. A2. Contour plots of time-averaged normalized mean velocity fields obtained from (a) the experiment of [67] , (b) computed using the turbine-resolving method, 

and (c) the actuator-line model. The mean velocity is normalized with the incoming velocity at the hub height. Side view was taken over the centerline of the channel. 

The mean velocity fields are plotted from 0 . 5 𝐷 to 20 𝐷 downstream of the nacelle. 
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Fig. A3. Longitudinal profiles of (a) the normalized mean axial velocity and (b) turbulence kinetic energy (TKE), starting from 0 . 5 𝐷 downstream of the rotor to 20 𝐷
in the streamwise direction at hub height ( = 0 . 85 𝐷). The parameters are normalized by the bulk velocity ( 𝑈∞ = 0 . 19 m/s) at the hub height. The hollow circles, bold 

lines, and dashed lines represent the measured, turbine-resolving method, and actuator-line model computations, respectively. 

Table A1 

The computational details of the numerical simulation for the model valida- 

tion. Δ𝑥b , Δ𝑦b , and Δ𝑧b are dimensional uniform grid spacings near the blade 

in streamwise, spanwise, and vertical directions. Δ𝑥max , Δ𝑦max , and Δ𝑧max are 

dimensional maximum grid spacings outside the refined region of the compu- 

tational domain. Δ𝑧+ is the grid spacing in wall units near the blade. Δ𝑡∗ is the 

non-dimensional time step, defined as Δ𝑡∗ = Δ𝑡 ( 𝑈∞∕𝐷) , where Δ𝑡 is the dimen- 

sional time step. 

Variable Grid 

𝑁𝑥 , 𝑁𝑦 , 𝑁𝑧 221 × 129 × 2421 
Δ𝑥b , Δ𝑦b , Δ𝑧b (m) 0.0029 

Δ𝑥max , Δ𝑦max , Δ𝑧max (m) 0 . 0086 , 0 . 012 , 0 . 0029 
Δ𝑧+ 225 

Δ𝑡∗ 0.0025 

In Fig. A2 , we compare the measured and computed contour plot 

of the mean axial velocity along the streamwise direction. As seen, 

the turbine-resolving and actuator line models exhibit a relatively good 

qualitative agreement with the measured results. However, the size of 

the wake deficit region was overestimated, while the minimum wake 

velocity was underestimated. In Fig. A3 , the LES computations of the 

model were quantitatively validated with the mean velocity and turbu- 

lence kinetic energy along streamwise profiles. The computed velocity 

and TKE are overestimated in the near field, while the results reach a 

reasonable agreement in the far wake. 

Appendix B. Grid sensitivity analysis 

We carried out a grid independence analysis to investigate the effect 

of grid resolution on the model computations for case 6 of the study. We 

Table B1 

The computational details of the numerical simulations for different grid sys- 

tems. 𝑁𝑥 , 𝑁𝑦 , and 𝑁𝑧 are the number of computational grid nodes in the stream- 

wise, spanwise, and vertical directions. Δ𝑡∗ is the non-dimensional time step, 

defined as Δ𝑡 ( 𝑈∞∕𝐷) , where Δ𝑡 is the dimensional time step. Δ𝑧+ is minimum 

grid spacing scaled in inner wall units and defined as 𝑢∗ Δ𝑧 ∕𝜈, where 𝑢∗ is the 
shear velocity computed by the wall model. 

Variable Grid I Grid II Grid III 

Number of grid nodes 40 × 106 19 × 106 9 × 106 

𝑁𝑥 , 𝑁𝑦 , 𝑁𝑧 349 × 109 × 1025 881 × 253 × 81 209 × 68 × 585 
Δ𝑥, Δ𝑦, Δ𝑧 (m) 0.015 0.02 0.025 

Δ𝑡∗ 0.001 0.001 0.001 

Δ𝑧+ 800 1000 1400 

employ three successively refined spatial resolutions, resulting in 9 to 

40 million computational grid nodes. The three grid systems, from finest 

to coarsest grid, are denoted as grid I, grid II, and grid III, respectively 

( Table B1 ). As seen in Fig. B1 , the instantaneous power production of 

the actuator line and debris resolving model was compared to find the 

suitable grid resolution with the lowest computational cost. As seen in 

this table, the near wall grid resolution is of Δ𝑧+ ≥ 800 . We note that the 
performance of the present wall model at this near-wall grid resolution 

was validated against a series of experimental and field-measured data 

[45,49,59] . In particular, [59] validated the wall model’s performance 

against field data of a riverine flow and investigated the propagation of 

uncertainty in the river flow computations of the LES model due to the 

variations in the parameters of the wall model. 

Furthermore, the instantaneous power curve plot is enlarged at the 

trough of the eighth cycle in the third revolution. It is noticed that while 

the instantaneous power production varies considerably from grid III 

Fig. B1. Instantaneous power production in terms of turbine revolution for case 6 of actuator line and debris-resolving method. Dash, solid with diamond marker, 

and dotted lines show the computed results of grid I (fine), II, and III (coarse), respectively. 
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(coarsest resolution) to grid II, the variation of instantaneous power pro- 

duction from grid II to grid I (finest) is negligibly small. More specifi- 

cally, while the computed average power, 𝑃 ( = 

∑𝑖 = 𝑁 

𝑖 =0 𝑃𝑖 ∕𝑁 , where 𝑁 is 

the number of time steps) with grid I and II varies around 1% , the nu- 

merical errors due to the grid resolution difference between grids II and 

III is nearly 6% . Therefore, grid II was considered for the simulations of 

this study. 
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