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Abstract

Tomato is one of the most important vegetables worldwide. It is considered a mainstay
of many countries’ economies. However, tomato crops are vulnerable to many diseases
that lead to reducing or destroying production, and for this reason, early and accurate
diagnosis of tomato diseases is very urgent. For this reason, many deep learning models
have been developed to automate tomato leaf disease classification. Deep learning is
far superior to traditional machine learning with loads of data, but traditional machine
learning may outperform deep learning for limited training data. The authors propose
a tomato leaf disease classification method by exploiting transfer learning and features
concatenation. The authors extract features using pre-trained kernels (weights) from
MobileNetV2 and NASNetMobile; then, they concatenate and reduce the dimensionality
of these features using kernel principal component analysis. Following that, they feed
these features into a conventional learning algorithm. The experimental results confirm
the effectiveness of concatenated features for boosting the performance of classifiers.
The authors have evaluated the three most popular traditional machine learning classifiers,
random forest, support vector machine, and multinomial logistic regression; among
them, multinomial logistic regression achieved the best performance with an average
accuracy of 97%.

1 INTRODUCTION

Tomato (Solanum Lycopersicum L.) is one of the most impor-
tant and the most consumed crops worldwide. It is the sec-
ond most important vegetable crop next to potato [1]. In the
last four decades, the agricultural land area for tomato produc-
tion increased by 164%, and the global tomato production was
reached 182 million tons in 2018 [2]. China is by far the lead-
ing tomato producer in the world, producing 31% of the global
tomato production.

Healthy tomato plants can be affected by various leaf
diseases leading to reduced or poor-quality yields and,
thus, can ultimately affect humans’ health, livelihood, and
economic security [3]. These leaf diseases are extremely
damaging to fruit yield in tomato crops. Therefore, early
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and accurate identification and classification of tomato leaf
disease will help reduce yield losses and ensure Optimal
production.

Traditionally, the classification of plant leaf diseases is con-
ducted with a visual inspection of plant tissues by trained
experts. A challenging problem that arises in this method is
costly, time-consuming, and inefficient [4]. A number of works
have shown that this problem can be overcome by automated
plant disease recognition [5].

Recently, traditional machine learning (ML) algorithms have
been widely applied in computer vision for automation plant
disease classification [6]. The most common conventional ML
approaches used for plant disease classification are neural net-
works [7], logistic regression, random forest (RF) [8], support
vector machines (SVM) [9], adaptive boosting (AdaBoost)
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[10], k-nearest neighbours (k-NN), naïve bayes [11]. However,
these traditional machine learning techniques rely heavily
on the features we provide them. The expert extracts these
features manually, making these techniques expensive and
time-consuming.

Automatic feature extraction using deep learning (DL) can
easily tackle the limitation of the handcrafted features approach.
DL is far superior to traditional ML, and it is wildly used for
plant disease classification [12]. A deep convolutional neural
network (CNN) is the most adopted approach for plant disease
classification [13]. Deep learning models depend upon large
data and for training and demand a long time. However, tradi-
tional machine learning (e.g. logistic regression, random forest,
or SVM) may outperform deep learning models for limited data
training.

Furthermore, deep learning is more expensive when com-
paring to traditional machine learning approaches in terms
of computational resources. For these reasons, the authors
take advantage of both DL and ML to propose a method that
exploits transfer learning techniques to extract features from
deep lightweight CNN models and then feed them toward
traditional ML classifiers. The proposed models are generally
composed of four parts: the first part is lightweight pre-trained
models applied as a fixed feature extractor, the second part
is fusion features, the third part is dimensionality reduction
using kernel PCA, the last part is training a shallow classifier.
The authors evaluated three popular shallow classifiers SVM,
RF, and MLR.

The main contribution of this study is as follows:

I. The authors compare two state-of-the-art CNN pre-trained
models MobileNetV2 and NASNetMobile, for image fea-
tures used for plant disease classification.

II. The authors proposed a Feature fusion of transfer learn-
ing features from MobileNetV2 and NASNetMobile mod-
els and perform dimensionality reduction of these fusion
features using Kernel PCA. Afterwards, feature fusion is
evaluated based on traditional ML classifiers SVM, RF, and
MLR.

The remainder of this article is structured as follows:
Section 2 presents a literature review. Section 3 provides

materials and methodology. Section 4 describes the pro-
posed models. Section 5 illustrates the results of the pro-
posed methods and compares these methods with other
existing approaches. Lastly, the article is summarised in
Section 6.

2 RELATED WORK

Machine learning has been wildly used in plant disease clas-
sification. Several methods are reported in the literature to
automate plant disease classification. There are two general
approaches: traditional machine learning approaches based on
handcrafted features and deep learning approaches.

2.1 Leaf disease recognition using
traditional machine learning approaches

These approaches mainly rely on handcrafted features and typi-
cally follow a three-step process:

∙ Segmentation of disease and pest images utilizing well-known
techniques such as colour conversion edge-based segmenta-
tion, mathematical morphology.

∙ Feature extraction from segmented images using texture,
shape, size, and colour.

∙ Identification of plant diseases and pests using conventional
machine learning algorithms

For instance, in [14], the authors proposed feature extraction
techniques using Johnson SB distribution with scale-invariant
feature transform (SIFT). The SIFT and colour statistic fea-
tures were extracted by proposing methods; they feed them to
multiclass support vector machine (Multi-Class SVM) classifiers
for classification. The proposed methods achieved an accuracy
score of 85.1% for tomato disease classification.

In [15], the authors proposed a novel approach based on
the concatenation of multiple features. The local binary pattern
features, Hu moments, Haralick, and colour histograms were
extracted then concatenated. The extracted feature was fed to
the decision tree and RF classifiers for tomato leaf disease clas-
sification. The proposed method achieved an accuracy score of
90% for the decision tree classifier and 94% for the random for-
est classifier.

A novel plant leaf classification method based on the combi-
nation of multiple descriptors is proposed by Kalyoncu et al.
[16]. The shape, texture, geometric, and colour features are
extracted from the photographic image of leaves. In addition,
a new local binary pattern (LBP) variant, namely sorted uni-
form LBP, is also proposed for leaf texture description. After
combining extracted features, the linear discriminant classifier
(LDC) is applied for the classification phase. This method has
been analysed on three datasets which are ICL, Flavia, Swedish
and achieved an average accuracy score of 86.8%, 98.6% and
99.5% for ICL, Flavia, Swedish, respectively

In [17] the authors proposed a semi-automatic method for
soybean leaf disease classification using colour and texture fea-
tures and SVM as a classifier. The proposed method achieved
an accuracy score of 90.00% using a big dataset of 4775 images.

2.2 Leaf disease recognition using deep
learning approaches

Researchers have focused on using deep learning methods for
plant disease identification and diagnosis for the last few years.
The following paragraphs show some of the current plant dis-
ease identification and diagnosis research based on deep learn-
ing methods.

In [18], a classification technique for tomato leaf dis-
ease has been proposed. The proposed technique used the
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AL-GAASHANI ET AL. 915

pre-trained model AlexNet [19] as feature extractor and
kNN for classification diseases. The model achieved 76.1%
accuracy.

Another study by [20] adopted a CNN model for tomato
leaf disease classification based on transfer learning with fine-
tuned MobileNetV2. The result showed that fine-tuning the
MobileNetV2 model can identify the disease up to over 90%
precision. In [21], the authors proposed a custom CNN model
for tomato disease classification with an average accuracy of
91.2%.

In [22], an improved CNN model based on the Inception
module and dilated convolution has been proposed for iden-
tifying 14 different crop diseases. The proposed CNN model
achieved an accuracy score of 99.37% using PlantVillage dataset.
In [23], the authors proposed a lightweight CNN model with
eight hidden layers for identifying tomato plant disease images
from the PlantVillage dataset and obtained an accuracy of
98.4%.

In [24], the authors proposed a nine-layer CNN model from
scratch to identify 39 classes of plant leaves from the PlantVil-
lage dataset. Various data augmentation approaches were used
to increase the amount of training data. The proposed model
achieved an average accuracy of 96.46%. Nithish et al. [25] pro-
posed a transfer learning method for tomato leaf disease detec-
tion using a pre-trained ResNet-50 model. The ResNet-50 pre-
trained model was fine-tuned to classify six classes and obtained
an accuracy score of 97%.

3 MATERIAL AND METHODOLOGY

The MobileNetV2 and NASNetMobile pre-trained models
employed for transfer learning in our approach are briefly
addressed in this section, followed by a brief description of tra-
ditional machine learning classifiers.

3.1 Dataset description

The authors selected an images dataset from the public PlantVil-
lage dataset [26]. The PlantVillage dataset was created by
Hughes and Salathe [27], and it contains 54,309 labelled
images for 14 different species, and 38 different classes com-
prise healthy and diseased foliage images. From the PlantVil-
lage dataset, the authors used only 1152 images of tomato
leaves divided into one healthy class and five unhealthy classes
to extract features. These 1152 images were divided equally
between classes (192 images per class).

The size of tomato leaf images was converted forcibly to
224 × 224 before passing them as input for MobileNetV2 and
NASNetMobile. The pixel values of the image dataset were nor-
malised between 0 and 1.

Applying normalisation can speed up the process of transfer
learning. For testing our model, the authors utilised a total of
288 images to validate our model (48 images for each class).
In Figure 1, some samples from the PlantVillage dataset are
shown.

FIGURE 1 Leaf images from the PlantVillage dataset, one for each
crop-disease that was utilised. (a) Bacterial spot, (b) yellow leaf curl virus, (c)
Septoria leaf spot, (d) leaf mould, (e) healthy, (f) late blight

3.2 Transfer learning

Transfer learning is a machine learning technique that allows
for adapting networks and models developed for certain
specific applications to other applications [28]. For image
classification, using deep neural network models from scratch
is an expansive and time-consuming process. Furthermore,
training deep learning models is highly relies on a large
dataset which is challenging for a limited dataset to train
[29]. To overcome these limitations, the authors have been
used transfer learning of state-of-the-art pre-trained models.
These pre-trained models can be utilised for prediction, fea-
ture extraction, and fine-tuning [30]. The authors have used
lightweight pre-trained models MobileNetV2 and NASNetMo-
bile as a fixed feature extractors. The key idea is to use these
pre-trained models without their final classification layer to
extract features and then use these features as input for shallow
classifiers.

3.2.1 MobileNetV2

MobileNetV2 [32] is a CNN that is trained on greater than a
million images from the ImageNet dataset. It was developed
based on mobilenetv1 [33] that uses depthwise separable
convolution to build a lightweight model. This technique
can be split into two main parts depthwise convolution and
pointwise convolution. The depthwise convolution executes
filters across each input data channel individually. Output
channels then convolve by pointwise convolution operation,
but only with a 1 × 1 filter. Depthwise separable convolu-
tion reduces the network’s complexity cost and model size,
which is suitable for mobile and embedded vision applications.
In MobileNetV2, there are two types of blocks one is the
bottleneck block with stride 1 and the other with stride 2.
Figure 2 illustrates the main building block of MobileNetV2
architecture.
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916 AL-GAASHANI ET AL.

FIGURE 2 The main building block of MobileNetV2 architecture

FIGURE 3 Normal cell and reduction cell architecture (Zoph et al., 2018)

3.2.2 NASNetMobile

Neural architecture search Network (NASNet) is a promising
scalable CNN architecture that automatically identifies architec-
ture instead of hand-designed methods [29]. NASNet searched
for optimal convolutional building blocks on a few training
examples then transferred blocks to a big dataset. The NAS-
Net architecture is composed of two types of cells called reduc-
tion cell and normal cell. The reduction cell will decrease the
width and height of the input feature map size by half, where
the normal cell will remain the same as the input feature map.
The example of the appropriate structure of normal cell and
reduction cell with five blocks is shown in Figure 3. NASNet
model achieves superior results with smaller model size and low-
ers complexity compared to hand-designed architecture. NAS-

NetMobile is the mobile reduced version with 12 blocks (cells)
and 5.3 million parameters. It has been pre-trained on the large
ImageNet dataset [31]. Hence, the network has learned abun-
dant feature representations for a broad set of images. This
article used the NASNetMobile pre-trained model to perform
transfer learning as a fixed feature extraction technique.

3.3 Principal component analysis

Principal component analysis or PCA is a wildly used method
for linearity dimensionality reduction. It attempts to project
original data from its high-dimension space to a lower dimen-
sion space while preserving the maximum variance of the data
[34]. Kernel PCA exploits the idea of kernels to generalise PCA
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AL-GAASHANI ET AL. 917

to non-linearity cases [35]. The following steps can summarise
the procedure of kernel PCA:

1. Choose a kernel function k (x, y) like the liner, RBF, Polyno-
mial kernel and so forth.

2. Construct the kernel matrix/gram matrix K (covariance
matrix) Ki, j = k(x(i ), x( j ))

3. Centre the kernel matrix (the mean should be 0)
4. Calculate eigenvectors and corresponding eigenvalue of the

centred kernel matrix, then order them such that they are
decreasing.

5. The new reduced k dimension will be the k eigenvectors with
the largest eigenvalues.

This study tested different kernels of PCA. The best perfor-
mance was obtained by using a linear kernel.

3.4 Random forest classifier

Random forest is a discriminative machine learning classifier for
classification and regression purposes developed by [36]. It is a
type of ensemble method called bootstrap aggregation or bag-
ging. The philosophy behind bagging is to average noisy and
unbiased to construct a model with low variance [37]. Given
sample set to call it S (which is features vectors extracted from
pre-trained models this study used), the random forest will cre-
ate a lot of subsets S1, S2, S3,……Sm with random values
(replace with sampling) then from this subsets will create multi-
ple decision trees (classifiers) call them D1, D2, D3,…..Dm. For
these decision trees, a majority vote is taken for the predicted
class of that tree.

A random forest is a powerful tool that can handle
large data sets with higher dimensionality and still provides
higher accuracy results. This study trained and applied RF
to classify five tomato leaf disease classes and one healthy
class.

3.5 Multinomial logistic regression

Multinomial logistic regression (MLR) is a discriminative
machine learning classifier that is an extension of logistic regres-
sion to the case when target y is a variable that ranges over more
than two classes.

Suppose the x is the input vector feature to the MLR algo-
rithm and k is the number of class labels (which is 6 in our
study). Then using the softmax function, the MLR algorithm
can compute the probability that x belonging to the class k by
the formula:

p(y = k |x ) =
exp(wk ⋅ x + bk )

∑k

j=1 exp(w j ⋅ x + b j )
(1)

where wk, bk are the parameters of the MLR algorithm that we
want to optimise.

The loss function using for fitting the MLR algorithm is the
cross-entropy loss which is the generalisation of binary cross-
entropy loss of binomial logistic regression from 2 classes to k
classes (also called negative log-likelihood loss) and can be writ-
ten as follows:

LCE(ŷ, y) = − log ŷk,(where k is the correct class)

= − log
exp(wk,x + bk )

∑K

j=1 exp(w j ⋅ x + b j )

(where k is the correct class) (2)

where y indicates the actual label and ŷ represents the predicted
label.

As an optimiser for the loss function, a limited-memory
BFGS was used (L-BFGS or LM-BFGS).

3.6 Support vector machine

Support vector machine is a discriminative supervised machine
learning algorithm that can be utilised for both classification and
regression problems. However, it is mainly used for classifica-
tion problems. It was developed by [38]. Given a set of training
data, the objective of SVM is to mapping them to high dimen-
sional space, then construct the best hyperplane or set of hyper-
planes that separate data points to their potential classes. By
using SVM kernel functions, the input data can be transformed
to the required form. There are many kernels utilised by SVM
like linear, polynomial, radial basis function and sigmoid and so
forth. This work utilised the linear kernel as it showed the best
performance compared to the rest. The linear kernel is faster
and required fewer parameters to optimise (only the C regulari-
sation parameter). The linear kernel can be written as follow:

k
(
xi , x j

)
= xi ∗ x j (3)

where xi , x j denote the input features.
By maximising the margin from the support vectors to the

hyperplane, the best separation between data points can be
achieved. To find the maximum margin, the SVMs aims to tackle
the following optimisation problem:

min
𝜔,b,𝜁

1
2

wT w +C

n∑
i=1

𝜁i

yi (w
T 𝜙(xi ) + b) ≥ 1 − 𝜁i

(4)

where 𝜁 denotes the distance to correct margin with 𝜁≥ 0,
i = 1,…, n

where C denotes a regularisation parameter
where w1w = ∥ w2 ∥ denotes the normal vector
where 𝜙(xi ) denotes the transformed input vector
where b denotes a bias parameter
where yi denotes the i-th target value
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918 AL-GAASHANI ET AL.

FIGURE 4 Architecture of a simple transfer learning method

4 PROPOSED MODEL

4.1 Proposal 1 - simple transfer learning
approach

The first proposal seeks to estimate in the simplest manner the
effectiveness of two lightweight CNN architectures pre-trained
on the ImageNet database to extract features that are relevant
to the classification of tomato disease images. The architectures
evaluated are MobileNetV2 or NASNetMobile. After prepro-
cessing, the images were resized to meet the requirement of the
dimension of the input layer MobileNetV2 or NASNetMobile
model (that is the same shape 224 × 224 for both models) and
then propagated in the network.

The features are extracted from the top layer of each CNN
model individually before the classification part. These features
were flattened into a one-row feature vector, which we will
refer to as V_Mobnet for those extracted using the Mobilenetv2
model and V_Nasnet for those extracted using the NASNetMo-
bile model. The V_Mobnet vector contains 62720 features, and
the V_Nasnet vector has 51744 features. These feature vectors
were reduced using the kernel PCA technique. Three PCA ker-
nels, linear, residual, and RBF, were evaluated.

The extracted and reduced feature vectors were then used
as input for training a shallow classifier. The SVM, RF, and
MLR classifiers were evaluated for each input feature vector.
For parameter optimisation of the classifiers, the authors used
a grid search method. Figure 4 demonstrates all steps of this
proposal.

4.2 Proposal 2- Concatenated based
approach

The second proposal aims to boost classification by concatena-
tion features extracted from different pre-trained models. After
preprocessing, the images were resized to the input shape of the
MobileNetV2 and NASNetMobile then in parallel propagated
in the networks.

The same feature vectors were obtained as in the first
proposal, which is the V_Mobnet feature vector for the
MobileNetV2 model and the V_Nasnet feature vector for NAS-
NetMobile. Once the feature vectors had been flatted, they were
then concatenated to create a single feature vector. The concate-
nation of the two feature vectors to form a hybrid feature vector
is mathematically expressed as:

V = [VMobnet , VNasnet ] (5)

The single feature vector V then reduced using kernel PCA.
Three PCA kernels, linear, residual, and RBF, were evaluated.
The compressed single feature vector was then utilised as the
input for a conventional machine learning classifier. Three ML
classifiers were evaluated that is SVM, RF, and MLR. To find the
best hyperparameters for the classifiers, a grid search approach
is utilised. Figure 5 illustrates all steps of this proposal.

5 RESULT AND DISCUSSION

5.1 Performance metrics

The evaluation results of the proposed model are presented in
Figure 10, which shows confusion matrices of SVM, RF, and
MLR classifiers using concatenated features with and without
applying kernel PCA.

Accuracy =
TP + TN

TP + FN + FP + TN
(6)

Precision =
TP

TP + FP
(7)

Recall =
TP

TP + FN
(8)

F 1 = 2 ×
Precision × Recall
Precision + Recall

(9)

 17519667, 2022, 3, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/ipr2.12397 by N

igeria H
inari N

PL
, W

iley O
nline L

ibrary on [26/12/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



AL-GAASHANI ET AL. 919

FIGURE 5 Architecture of concatenation-based method

FIGURE 6 Computation time analysis of the proposed method

In these equations, “TP” denotes true positive, “TN” means
true negative, “FP” points to false positive, and “FN” describes
false negative.Tables 2–4 show the details of our result. Fig-
ures 7–9 show the accuracy of SVM, RF, and MLR for all pro-
posed models

5.2 Result evaluation and analysis

All simulations were performed using Python programming lan-
guage version 3.7.4 for windows with the Keras v2.3.1 frame-
work [39]. Google’s library tensorFlow v2.0.0, was backend to
Keras. The SVM, RF, and MLR classifiers were applied using
the open-source “scikit-learn” module [40]. The hardware setup
was: CPU i7-3537 2.50 GHz and 8 GB RAM.

At first, the MobileNetV2 model with pre-trained filters of
ImageNet is applied to extract features from tomato leaf images.
Following that, we reduced these features using various kernel
principal component analyses (kernel PCA), and then utilised

FIGURE 7 Performance analysis of RF, SVM, and MLR with and
without applying KernelPCA when the NASNetMobile features are used as
input for classifiers

them as input to a shallow classifier for training. Experimental
results indicated that using the linear kernel yielded improved
accuracy compared to the RBF and polynomial kernels, and
the resulting accuracy beat both the RBF and the polynomial
kernels. In contrast, the performance of the RF classifier is
decreased when applying KernelPCA. On the other hand, the
performance of the SVM classifier with linear kernel showed
the same performance as SVM without KernelPCA. The over-
all accuracy, in this case, is 88.2% for RF,93.8% for SVM,
and 93.8% for MLR. The same approach has been applied
with NASNetMobile model and a less efficient result has been
achieved than MobileNetV2 model with overall accuracy, 59.4%
for RF,89.9% for SVM, and 92.4% for MLR.
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TABLE 1 Comparison with other existing techniques

Related

work Features Model Dataset

Number

of classes

Number of

training data

Original

classification

accuracy (%)

Classification

accuracy on our

dataset with six

classes (%)

Hlaing et al.
[14]

SIFT Texture feature
+ statistical
colour features

SVM PlantVillage 7 3,535 85 –

Zaki et al.
[20]

Fine-tune
MobileNetV2

MobileNetV2 PlantVillage 4 3,471 95.6 90.3

Basavaiah
et al. [15]

Hu Moments, Local
Binary Pattern
features, and
colour
histograms.

Random forest
and decision
tree

PlantVillage 5 300 90 for decision
tree and 94 for
RF

–

Agarwal
et al.[21]

Model-based Typical CNN
model

PlantVillage 10 10,000 91.2 87

Nithish et al.
[25]

Model-based ResNet-50 PlantVillage 6 12,206 97 81.4

Proposed

method 1

Fixed feature

extractor of

MobileNetV2 or

NASNetMobile

Multinomial

logistic

regression

(MLR)

PlantVillage 6 1,152 93.8 for

MobileNetV2

and 92.4 for

NASNetMo-

bile

93.8 for

MobileNetV2

and 92.4 for

NASNetMobile

Proposed

method 2

Combination

features of

MobileNetV2 +

NASNetMobile

Multinomial

logistic

regression

(MLR)

PlantVillage 6 1,152 97 97

TABLE 2 The Precision, Recall, and F1 score based on the concatenation
method with an SVM classifier

Classes Precision Recall F1-score

Bacterial spot 95 98 91

Late blight 93 83 88

Leaf mould 100 100 100

Septoria spot 98 100 99

Yellow curl virus 96 98 97

Healthy 100 92 96

Next, the proposed concatenation-based approach is imple-
mented by using concatenated features to training our classi-
fiers. The accuracy obtained of all classifiers with and without
applying kernel PCA is presented in Figure 9. Also, the result
indicates that the performance of RF is degraded when used
kernel PCA, whereas SVM and MLR are improved. Moreover,
the filters of MobileNetV2 showed a better ability to extract rel-
evant features than the NASNetMobile model.

The learning performance of different classifiers may be
influenced by their hyperparameters, which were improved
using a grid search approach in our proposed model.

The number of decision trees in the random forest is set to
400, and the depth of each decision tree is set to 70; in the sup-
port vector machine (SVM), the penalty parameter C is set to
0.1, the gamma parameter is set to 0.001, and the linear kernel is

TABLE 3 The Precision, Recall, and F1 score based on the concatenation
method with an RF classifier

Classes Precision Recall F1-score

Bacterial spot 75 83 79

Late blight 71 71 73

Leaf mould 96 94 95

Septoria spot 89 98 93

Yellow curl virus 89 81 85

Healthy 86 77 81

utilised as the kernel. We set the C parameter to 0.1, the penalty
to 12, and utilised the ‘lbfgs’ solver as an optimiser for multino-
mial logistic regression.

F1 score, Recall, and Precision of the concatenation-based
approach are presented in Tables 2–4 for RF, SVM, and
MLR classifiers, respectively. The concatenation-based model
achieved the best performance result. All the evaluating param-
eters improved noticeably after the implementation of the pro-
posed concatenation method. Figures 7–9 demonstrate the
performance analysis of RF, SVM, and MLR classifiers before
and after using the KernelPCA method. The figures show that
the concatenation-based strategy outperforms the single feature
extraction approach.

To validate our result, the results were compared with other
state-of-art approaches on tomato leaf disease classification.

 17519667, 2022, 3, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/ipr2.12397 by N

igeria H
inari N

PL
, W

iley O
nline L

ibrary on [26/12/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



AL-GAASHANI ET AL. 921

TABLE 4 The Precision, Recall, and F1 score based on the concatenation
method with an MLR classifier

Classes Precision Recall F1-score

Bacterial spot 94 98 96

Late blight 92 96 99

Leaf mould 99 96 100

Septoria spot 100 100 100

Yellow curl virus 94 98 96

Healthy 100 96 98

FIGURE 8 Performance Analysis of RF, SVM, and MLR with and
without applying KernelPCA when the MobileNetV2 features are used as
input for classifiers

FIGURE 9 Performance analysis of RF, SVM, and MLR with and
without applying KernelPCA when the MobileNetV2 features are used as
input for classifiers

The proposed model, which was constructed by concatenat-
ing the features of MobileNetV2 and NASNetMobile, demon-
strated superior performance in classifying tomato leaf diseases.
Table 1 compares the results of this investigation to those of
earlier studies that classified tomato leaf disease using computer
vision. The results indicate that our method outperforms sev-
eral existing state-of-the-art techniques for tomato leaf disease
classification. However, when the mean classification accuracy
is considered, this study’s classification accuracy is comparable
to that of several other research. In contrast to previous studies,

the number of images this study used is significantly less than
in previous studies. At the same time, the training, testing, and
feature extraction times are significantly reduced compared to
earlier methods.

It is, however, impossible to make a direct comparison
between all of these approaches. The traditional methods used
by Hlaing et al. [14] and Basavaiah et al. [15] rely on hand-
crafted features. These handcrafted features are not robust,
expensive, and time-consuming. Hence our proposed method
has automated the feature extraction process and reduced the
time extraction. In contrast, the deep learning methods used by
Zaki et al. [20], Agarwal et al.[21] and Nithish et al. [25] showed
classification accuracy comparable to our methods.

However, the training and testing time of our proposed
method is much lower than those studies. In addition, the num-
ber of images this study has, has been reduced significantly.
The deep learning methods described by Zaki et al. [20], Agar-
wal et al.[21] and Nithish et al. [25] have been implemented
and tested against our method using the same dataset (our
dataset with six classes). For instance, Agarwal et al.’s [21] typical
CNN model, which consists of three convolutional layers, three
max-pooling layers, and two fully connected layers, was trained
and tested on a dataset containing 10,000 images and achieved
an average accuracy of 87%. However, when we trained and
tested this model on our dataset (1152 images), we observed
that its accuracy decreased to 87%. Additionally, Nithish et al.
[25] reported that ResNet-50 was trained on a dataset contain-
ing 12206 images; however, when we trained and tested it on
our dataset (which contained only 1152 images), the accuracy
declined dramatically from 97% to 81.4%. It demonstrates that
a small dataset can result in suboptimal performance when deep
learning models with large parameters, such as ResNet-50 (25
million parameters), are used.

Furthermore, one of the most widely used metrics for assess-
ing the performance of machine learning techniques is the area
under the receiver operating characteristic (AUC–ROC) curve.
ROC curves are frequently used in binary classification to anal-
yse a classifier’s output. However, by utilising the One vs. All
approach, we have extended it to multiclass classification prob-
lems. This technique is based on fitting K one-vs-all classifiers,
with group si set as the positive class in the i-th iteration and
all classes sj with j≠i set as the negative class. The AUC–ROC
curves for five randomly selected classes from the testing dataset
are shown in Appendix B. As seen in Appendix B, it is benefi-
cial to perform dimensionality reduction before SVM and MLR
since they perform better in the reduced space.

The AUC–ROC curves for five randomly selected classes
from the testing dataset are shown in Appendix B. As seen in
Appendix B, it is beneficial to perform dimensionality reduc-
tion before SVM and MLR since they perform better in the
reduced space. In contrast, the performance of RF has been
decreased after applying Kernel PCA since the random forest
is essentially bootstrap resampling and training decision trees
on samples, which makes it not a cure for small training data.
Additionally, the MobileNetV2 model outperformed the NAS-
NetMobile model in terms of feature extraction time and ability
to extract relevant features, as illustrated in Figure 6. The next
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922 AL-GAASHANI ET AL.

FIGURE 10 Confusion matrices of RF, SVM, and MLR based on concatenated features with and without kernel PCA: (a) MLR, (b) MLR with KerenelPCA,
(c) SVM, (d) SVM with kernelPCA, (e) RF, (f) RF with KernelPCA
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AL-GAASHANI ET AL. 923

step was to assess the practical elements of implementing the
algorithm to determine its real-world usefulness. The training
time and testing time of each classifier before and after apply-
ing the Kernel PCA are shown in Figure 6. As seen in Figure 6,
The training time and testing time of each classifier have been
drastically reduced after applying the KernelPCA method.

6 CONCLUSION AND FUTURE WORK

In our paper, two methods for the classification of tomato
leaf disease were used. The features from the images were
extracted individually from each of the pre-trained models in
the first experimental method. After extraction, these features
were reduced using Kernel PCA then passed to a shallow classi-
fier for the classification. Three popular classifiers were assessed
that is SVM, RF, and MLR. These classifiers were tested using
20% of our dataset. In the second method, we followed the
same previous steps as in the first method. Instead of using fea-
tures individually from each CNNs pre-trained model, we com-
bine these features into one feature vector to boost accuracy
and come closer to the best classification practices. In compar-
ison with other state-of-art techniques, our proposed method
achieved comparable results. Therefore, our model described
above can be utilised by farmers to diagnose diseases occurring
in the leaves of tomato plants.

In our study, the types of plant leaf disease are limited to
tomato bacterial spot, tomato healthy, tomato late blight leaf,
tomato mould Septoria, tomato leaf spot, and tomato yellow
leaf curl virus due to the fact that they are the most common
sorts. The proposed architectures can be developed in the future
to identify new types of plant leaf disease. Furthermore, one of
the major disadvantages of the proposed recognition system is
that the images utilised in our experiment were obtained in lab-
oratory conditions; nevertheless, our approach might be further
enhanced to support an integrated plant disease detection sys-
tem that operates in real-world settings.

In the future, we will explore and apply new transfer learn-
ing techniques with multi-layer feature extraction on pre-trained
models to select the best layers that provide the optimal features.
Furthermore, we plan to explore ensemble methods (combine
of classifiers outputs) to boosting prediction results.
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APPENDIX A: SUPPLEMENTARY CODE

Code related to this study is available at GitHub link: https://
github.com/mehdhar/Tomato-disease-classification

APPENDIX B: THE AUC–ROC CURVES OF

THE PROPOSED MODEL
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